
Index

Age-specific reference intervals, 247–250
AIC (Akaike information criterion), 19, 23, 24,

30, 31, 33–37, 39–41, 49, 156, 163, 164,
205, 256

Aims of multivariable models, 26–29
Akaike’s information criterion, see AIC (Akaike

information criterion)
Algorithms, 21, 31, 34, 78, 82, 96

MFP, 117–120
MFPI, 155–157
MFPIgen, 174–175, 179–180
MFPT, 244
MVRS, 205
MVSS, 206–207

All-subsets model selection, see Variables;
Selection

Applications
ART study, 223–239
advanced prostate cancer, 157–163,

261
body fat data

research, 2–5, 72, 80–81, 83,
85–86, 262

educational, 36–38, 46, 100–101, 106,
188–190, 262–264

Boston housing data, 207–213, 261
breast cancer

diagnosis data, 190–191, 261
Freiburg DNA data, 58–59, 261

GBSG (German Breast Cancer Study
Group) data, 5–9, 65, 108, 124–126,
128–130, 135–138, 145–146, 163–167,
193–197, 214–215, 262, 263

Rotterdam data, 243–246, 261
cervix cancer, 60–64, 261
cholesterol data, 249–250, 261
diabetes, 139–141, 261
fetal growth, 247–249, 261
glioma (brain cancer) study, 38–39, 186–188,

262, 264, 266–267
kidney cancer, 112–113, 168–171,

262, 266–267
myeloma study, 35–36, 261
nerve conduction data, 109–110, 261
oral cancer, 138–139, 204, 261, 266
PBC (primary biliary cirrhosis) data, 101–104,

107, 217–219, 262, 265–266
Pima Indians, 215–217, 261
prostate cancer data, 65–67, 93–94, 116–124,

127–128, 130–135, 175–177, 262,
264–265

quit smoking study, 175–176, 261
triceps skinfold thickness, 110–111, 261
Whitehall 1 data, 86–92, 140–144, 173–174,

177–181, 262, 265, 266
Assumption (s)

effects of, 8–9
of linearity, 2, 8, 61, 115, 152
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Backward elimination, see BE (backward
elimination)

Bagging (bootstrap aggregating), 198, 234
Bayes, 51, 251, 254–255
Bayesian information criterion, see BIC

(Bayesian information criterion)
BE (AIC), 34
BE (backward elimination), 7, 17, 21, 23, 30–32,

34–42, 46, 49, 56, 57, 62–65, 115–117, 124,
127–129, 186–190, 205, 206, 220, 256, 257

BE (BIC), 34
BE-hier (hierarchical BE), 188–190
Bias, 40

competition, 40
omission, 41, 48
selection, 17, 40–43, 45–49, 133, 149, 199,

234, 258
stopping rule, 40

Bias/variance trade-off, 66
BIC (Bayesian information criterion), 23, 24, 30,

31, 33–35, 37, 39, 40, 49, 156, 163, 256
BIF (bootstrap inclusion fraction), 183–192,

197–198, 233–234
Binary predictors, 54, 226
Bland–Altman plot, 37–38, 212–213
BMI (body mass index), see Applications, body

fat data
Bootstrap aggregating, see Bagging (bootstrap

aggregating)
Bootstrap inclusion fraction, see BIF (bootstrap

inclusion fraction)
Bootstrap, 24

function plots, 129–131
inclusion frequency and importance of

variable, 186
selection of variables within bootstrap sample,

185–186
using to explore model stability, 185–186
see also BIF (bootstrap inclusion fraction)

Box–Tidwell, 73
and FP function, 73, 76, 85–86

Categorical coding, 55–57, 61–63, 226
Categorical and continuous predictors, 53–70

counting variable, 54, 58
discussion, 69–70

categorising continuous variables, 70
choice of coding scheme, 69
handling continuous variables, 70
sparse categories, 69

empirical curve fitting, 67–69

issues in model building with categorized
variables, 60–64

ordinal predictors, 55–57
types of predictor, 54–55

Categorical variables, 23
issues in model building with, 60–64

one ordinal variable, 61–62
several ordinal variables, 62–64

Categorization, 58–60, 165–167
optimal cutpoint, 58–59
of survival time, 245–56

Categorized variables, interaction with, 165–166
Centring and scaling, 84–85, 90–91
Chi-square test statistic, 20
CI (confidence interval), 20

and fitted odds ratio, 91–92
Coding schemes, 55–56

choice of, 69
effect on variable selection, 56–57
example multivariable model building,

60–64
Combined or separate models, 26
Complexity

assessing fit by adding more complex
functions, 125–129

of function, and MFP, 148
of functions, 221
of model, controlling, 10, 27
and modelling aims, 144
of predictor, 258
simple vs. complex functions, 66
stability and interpretability, 49–50

Confidence interval, see CI (confidence interval)
Continuous-by-continuous interaction, see

Interaction, continuous by continuous
Continuous powers, FP powers as

approximations to, 85–86
Box–Tidwell and FP models, 85
example, 85–86

Continuous predictors, xv, 53–70
beyond linearity, 64
does non-linearity matter?, 65–66
functional form, 2, 17, 55, 64–67, 257–258
interpretability and transportability, 66–67

simple vs complex functions, 66
issues in modelling, 8–10

effects of assumptions, 8–9
categorizing, 70

see also Categorical and continuous predictors
optimal cutpoints, 58–59
other ways of choosing cutpoint, 59–60
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Correlation structure, 17, 28, 50, 223
Counting variables, 55
Covariates, 20, 31

five types, 54
measurement error in, 258

Cox model, xv, 5, 12–13, 38, 101, 108, 112, 124,
137, 157, 166, 217

time-varying hazard ratios in, 241–246
Cross-validation, 43–45, 50, 51
CSS (cubic smoothing spline), 205–206, 271

comparison to MFP and MVRS, 207–222
function selection procedure for, 206
procedure for model building with, 205–207
MVSS procedure, 205–207

Cubic polynomial, 2, 3
Cubic spline functions, restricted, 203–205
Curve instability, 191, 195–197

measures of, 192
Curve shapes with FP1 and FP2 functions, 76–78
Cubic smoothing spline, see CSS (cubic

smoothing spline)
Cutpoint(s)

approaches, 8–9, 58
optimal, 58–59
other ways of choosing, 59–60

d.f. (degrees of freedom), 20
Data and software resources, 261–267
Degrees of freedom, see d.f. (degrees of freedom)
Derived variables, 54, 55, 263
Deviance (D), 4, 6, 7, 20, 79–80, 83, 85, 86, 89,

90, 93, 101–104, 106–107, 119, 120, 156,
181, 205, 206, 230, 243, 244

Deviance difference, see Deviance (D)

DFBETA, 176, 177
Diagnostic plot for influential observations,

100–103, 230–231
Dummy variables, 2, 7, 23, 53–57, 61–63, 69, 87,

92–94, 118, 131, 142–143, 166, 174–177,
226–227

e.d.f. (equivalent degrees of freedom), 206
Empirical curve fitting, 67–69

general approaches to smoothing, 68
EPV (events per variable), 47, 148

see also Sample size
Equivalent degrees of freedom, see e.d.f.

(equivalent degrees of freedom)
Events per variable, see EPV (events per variable)
Exponential functions, 9

and FP function, 73

First-degree FP, see FP functions
First derivative, 74–75, 122–123, 204
Forward selection, see FS (forward selection)
Fourier series, 14, 64
FP (fractional polynomials), xv, 2–10, 71–114

disadvantages of, 9–10
model simplification, 156, 163
multivariable, see MFP (multivariable FP)
power study, 94–97
special topics, 241–254

age-specific reference intervals, 247–250
approximating smooth functions, 253–254
miscellaneous applications, 254
model uncertainty for functions, 251–252
quantitative risk assessment in

developmental toxicity studies,
250–251

relative survival, 252–253
time-varying hazard ratios in Cox model,

241–246
tabular presentation of functions, 87–89
time procedure, 242–243
univariate, see Univariate fractional

polynomial (FP)
using FP functions as smoothers, 248–249

FP functions, 3–8, 68–69, 71–98, 100–109,
111–113, 118–124, 138–143, 148, 156,
163–164, 173, 193–195, 198, 227–228,
130–131, 235–238, 242–244, 248–249,
253–254

FPm (FP of degree m), 74–75, 82–83, 109–111
Fractional polynomials, see FP (fractional

polynomials)
FS (forward selection), 31, 32, 34–37, 39, 49, 56,

57, 161, 243, 244
see also StS

FSP (function selection procedure), 82–84
choice of default function, 82, 242
closed test procedure for function selection,

82–83
example, 83
for cubic smoothing splines, 206
for restricted cubic splines, 205
for time–varying effects (FPT), 242–245
sequential procedure, 83
type 1 error and power of, 84

Functional form of continuous covariates, 2–5, 9,
17, 64–70, 256–258

Function complexity and MFP, 148
Function plots, 71, 86–87, 115, 121–125,

130–131, 193–195, 209–219, 228–230
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Function selection procedure, see FSP (function
selection procedure)

GAM (generalized additive model), 206, 217, 257
Garotte, 43, 44
Generalized additive models, see GAM

(generalized additive model)
Generalized linear models, see GLM (generalized

linear model)
GLM (generalized linear model), 10–14, 30, 44,

49, 51, 73, 123, 135, 253
Global vs. local influence models, 9, 67–69
Goodness of fit, 4, 30, 68, 123, 125, 143–144,

222, 253
Grambsch–Therneau test, 13, 241
Graphical analysis of residuals, see Smoothed

residuals
Graphical checks, sensitivity and stability

analyses, 154–155
Graphical presentation of FP functions, 86–87

Harrell’s rule of thumb, 47
Hierarchical backward elimination, see BE-hier

(hierarchical BE)
Hierarchical models, see multilevel models
Higher order FPs, see FPm (FP of degree m)

Hypothesis
predefined or generation of, 153–154
testing, interactions, 79–80
see also FSP (function selection procedure)

ICC (intraclass correlation coefficient), 29,
37–38, 212

Inclusion fractions, see BIF (bootstrap inclusion
fraction)

Influential observations, 100–103, 105–107,
148–149

effect on model selection, 189–190
extreme values, 224–225, 257
diagnostic plot for, 100–103, 230–231

Information criterion, 32–33
see also AIC (Akaike information criterion);

BIC (Bayesian information criterion)
Initial data analysis, 26, 35
Interaction, 17, 151–182, 231–232

background, 152
categorization, 165–167

example: GBSG study, 166–167
interaction with categorized variables,

165–166
caused by mismodelling main effects, 154

check for, 258
comment on type I error of MFPI, 171–172
continuous-by-continuous interaction,

172–180
examples of MFPIgen, 175–179
graphical presentation, 179–180
MFPIgen: FP procedure to investigate

interaction, 174–175
mismodelling may induce interaction,

173–174
discussion, 181–182
FP procedure to investigate, 174–175
general considerations, 152–155

cautious interpretation, need for, 155
effect of type of predictor, 152
graphical effects, sensitivity and stability

analyses, 154–155
power, 153
predefined hypothesis or hypothesis

generation, 153–154
randomized trials and observational

studies, 153
treatment–effect plot, 154

MFPI procedure, 155–157
check of results and sensitivity analysis,

156–157
comparison with STEPP, 168–171
model simplification, 156
stability investigation, 168–71

multi-category variables, 181
searching for, 238
STEPP (subpopulation treatment effect pattern

plot), 167–8
comparison with MFPI, 168–71

Interpretability, 1, 16, 19–20, 97, 138, 144–150
complexity and stability, 49–50
interaction, 154, 162
residuals, 15
and transportability, 66–67, 115

Interval estimation, 71, 80–82, 130–132
Intraclass correlation coefficient, see ICC

(intraclass correlation coefficient)

Kernel-based scatter-plot smoothers, 9, 64, 67
Kullback–Leibler information loss, 33

Lasso (Least Absolute Shrinkage and Selection
Operator), 43–44

Likelihood ratio test, see LRT (likelihood
ratio test)
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Linearity
beyond, 64
does it matter?, 65–66

Local vs. global influence models, 9, 67–69
Locally monotonic function, 76
Local polynomial smoothers, 64
Logistic functions, 9, 68, 105, 112
Logistic regression, 12, 14, 84, 86–87, 89, 138,

148, 173, 177–179, 190, 216, 265
Lowess, 9, 67, 248
LRT (likelihood ratio test), 20, 33

MA (model averaging), 51, 251–252
Martingale residuals, 13, 15, 65, 112–113,

124–126, 143, 219
Maximum likelihood estimate, see MLE

(maximum likelihood estimate)
Mean-square error, see MSE (mean-square

error)
Measurement error in covariates, 259
Measure of curve instability, see Stability;

measures
Meta-analysis, 258–259
Metric coding, 55–57, 61–63
MFP (multivariable FP), 7–8, 19–20, 115–150

algorithm, 117–120
comparisons with splines, 201–222

background, 202–203
discussion, 219–222

complexity of functions, 221
optimal fit or transferability?, 221
reporting of selected models, 221–222
splines in general, 220–221

comparing predictors, 212–213
effects of reducing sample size, 208–212
MVRS: procedure for model building with

regression splines, 203–205
MVSS: procedure for model building with

cubic smoothing splines, 205–207
conclusion and future, 149–150
discussion, 146–150
full MFP model, 131–132, 135–136,

144–146
and function complexity, 148

how to work with, 223–239
discussion, 238–239
issues to be aware of, 235–238

comments on stability, 236–238
searching for interactions, 238
selecting main-effects model, 235–236

MFP analysis, 227–232

model criticism, 228–232
stability analysis, 232–235

interaction procedure, 155–157
interval estimation, 129–130
model criticism, 123–130

assessing fit by adding more complex
functions, 125–129

consistency with subject-matter
knowledge, 129

function plots, 121, 123–124
graphical analysis of residuals, 124–125

motivation, 116–117
philosophy of, 147–148
predictive value of additional variables,

136–137
presenting model, 120–123

effect estimates, 121–123
function plots, 121, 123–124

and sample size, 148
simple vs. complex FP models, 144–146

complexity and modelling aims, 144
single predictor of interest, 132–134
and subject-matter knowledge, 148
time procedure, 243

MFPI (MFP interaction), 151–172, 180–182,
256, 267

procedure, 155–157
MFPIgen (MFP general interaction), 151,

174–180, 231–232, 238–239, 256, 267
procedure, 174–175

MFPT (MFP time), 243–245, 267
algorithm, 244

Mismodelling
main effects, interactions caused by, 154
may induce interaction, 173–174
may induce non-PH, 241

Missing data, 17, 26, 259
MLE (maximum likelihood estimate), 79
Model, full or selected, 23–25, 30, 35–51, 62–64,

69, 186, 195–197
see also MFP (multivariable FP), full MFP

model
Model averaging, see MA (model averaging)
Model building

with regression splines: MVRS, 203–205
scope in book, 17–18
in small datasets, 47
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Model criticism, 123–129, 228–232
adding more complex functions, 125–128
diagnostic plot for influential observations, see

Diagnostic plot
function plots, 123, 228
interactions, 231–232
refined model, 231
residuals and lack of fit, 124, 228–229
robustness transformation and subject-matter

knowledge, 229–230
subject-matter knowledge, 129

Model fit
contribution of individual variables to,

134–136
goodness of fit, 4, 143–144

Modelling aims and complexity, 144–145
Modelling covariates with spike at zero, 92–94
Modelling preferences, 18–20

criteria for good model, 18–19
general issues, 18
personal preferences, 19–20

Model simplification, 135, 156, 163
Model stability, 183–199

background, 184–185
check for, 258
discussion, 197–199

interdependencies among selected variables
and functions in subsets, 193

plots of functions, 193–195
relationship between inclusion fractions, 198
stability of functions, 198–199

for functions, 191–192
measures of curve instability, 192, 195–197
summarising variation between curves, 191

using bootstrap to explore, 185–191
bootstrap inclusion frequency and

importance of variable, 186
selection of variables within bootstrap

sample, 185–186
Model uncertainty, 25, 51, 80–82, 89, 149

for functions, 251–252
MSE (mean-square error), 27–28, 50, 256
Multi-level (hierarchical), models, 259
Multiple testing, 58, 59, 97, 153, 154, 167, 175,

231, 238, 239
Multivariable FP, see MFP (multivariable FP)
Multivariable regression spline, see MVRS

(multivariable regression spline)
Multivariable smoothing spline, see MVSS

(multivariable smoothing spline)

MVRS (multivariable regression spline), 149,
203–205

algorithm, 205
function selection procedure for restricted

cubic splines, 205
restricted cubic spline functions, 203–204

MVSS (multivariable smoothing spline),
149, 205–207

algorithm, 206–207
cubic smoothing splines, 205–206
function selection procedure for cubic

smoothing splines, 206

Negative exponential pre-transformation,
108–111

Nelson–Aalen estimator, 65
Normal-errors regression, xv, 10–11
Notation, 20–21
Nottingham prognostic index, see NPI

(Nottingham prognostic index)
NPI (Nottingham prognostic index), 136–137

Odds ratio, see OR (odds ratio)
OLS (ordinary least squares), 11, 43–44, 135
Omitted topics and future directions, 258–259

measurement error in covariates, 258
meta-analysis, 258–259
missing covariate data, 259
multi-level (hierarchical), models, 259
other types of model, 259

Optimal cutpoints, 6, 58–59
Optimal fit, or transferability?, 221
OR (odds ratio), 56–57, 61–63, 87–88, 91–92
Ordinal predictors, 55–57

coding schemes, 55–56
effect of coding schemes on variable selection,

56–57
example, 61–64

Ordinary least squares, see OLS (ordinary least
squares)

Parameterwise shrinkage factor, see PWSF
(parameterwise shrinkage factor)

PH (proportional hazards), 13, 241–244, 246
Plots of functions, see Function plots
Polynomial regression, 2–3
Post-estimation shrinkage, 42–45, 257
Power transformations, see FP (fractional

polynomials)
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Predefined hypothesis
or hypothesis generation, 153–154
tamoxifen–oestrogen receptor interaction,

163–165
Predicted residual sum of squares, see PRESS

(predicted residual sum of squares)
Prediction

vs. explanation, 27
summary statistics and comparisons, 29

Predictive factor(s), 155, 162, 168–171
oestrogen receptor positivity as, 163
see also Interaction

Predictive value, 45, 46
of additional variables, 136–138

Predictors, 20
comparing, 212–213
effect of type of, 152
strength of, 30–31
types of, 54–55

binary, 54
derived, 55
nominal, 54–55
ordinal, counting, continuous, 55

Preliminary for multivariable analysis, 25–26
Preliminary transformation

improving fit by, 108–109
lack of fit of FP models, 108
negative exponential, 108–109
improving robustness by, 105–108
practical use of pre-transformation gδ(x),

107–108
Presentation of FP functions, 86–92

graphical, 86–87
tabular, 87–89
example, 89–92

PRESS (predicted residual sum of squares), 45
Pre-transformation, see Transformation
Primary biliary cirrhosis data, see Applications,

PBC (primary biliary cirrhosis) data
Proportional hazards, see PH (proportional

hazards)
PSA (prostate-specific antigen), see Applications;

prostate cancer data
PWSF (parameterwise shrinkage factor), 45–46

R, xvii, 34, 84, 91, 147, 202, 207, 220, 267
R2–like measures, 10, 29, 86, 95–97, 134–137,

208–210, 221
Randomized trials, 27, 48

and interactions 154–172

Recommendations for practice, 255–258
check for interactions, 258
check for model stability, 258
complexity of predictor, 258
extreme values or influential points, 258
functional forme for continuous

covariates, 257–258
sensitivity analysis, 258
variable selection procedure, 255–257

Reference interval, see RI (reference interval)
Refined model, 231
Regression models, types of, 10–14

Cox regression, 12–13
generalized linear models, 14
linear and additive predictors, 14
logistic regression, 12
normal-errors regression, 10–11

Regression splines, 9, 14, 126–129, 202–205,
220, 241

Relative survival, 252–253
Reporting of models, 221–222
Resampling of data, see Bootstrap
Residuals

Cox regression, 13
generalized linear models, 14
graphical analysis of, 15, 124–125
and lack of fit, 228–229
logistic regression, 12
normal-errors regression, 11
OLS, 11
Pearson, 12, 14
raw, 11, 14, 15, 109, 112
role of, 15–16
running-line smoothers, 3, 4, 13, 15, 68,

124–126, 138, 143, 228–229, 235
scaled Schoenfeld, 13
uses of, 15

Restricted cubic spline functions, see Regression
splines

RI (reference interval), 247–250
Ridge regression, 43
Risk assessment, 250–251
Robustness

improving by preliminary transformation
MFP, 148–149
univariate FP, 105–108

transformation and subject-matter knowledge,
229–230

Runge phenomenon, 68–69
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Sample size, 10, 17, 33, 40, 47, 97, 109, 131, 148,
153, 172, 182, 186, 207, 208–212, 236–238

and MFP, 148
SAS, xvii, 34, 84, 91, 147, 267
Scaling and centring, 84–85

computational aspects, 84–85
examples, 85

Schoenfeld residuals, 13, 241
SE (standard error), 20

of fitted value, 91
Second-degree FP, see FP functions
Selection, see Variables
Selection bias, see Bias, selection
Sensitivity

analysis, 257
and check of interaction, 156–157

graphical checks and stability analyses,
154–155

Shrinkage
to correct for selection bias, 42–44
and selection, 40–46
parameterwise shrinkage factor, see PWSF

(parameterwise shrinkage factor)
see also Post-estimation shrinkage

Significance level nominal, 19–21, 23–24, 26,
30–31, 34–37, 49–50, 239, 256–257

and function selection procedure, 82–84
and interactions, 154–158, 171–172
and MFP, 115–116, 118, 130–133, 138
and MFPT, 243
and section procedure, 26
and splines, 205
and stability analysis, 186

Simple vs. complex functions, see Complexity
Simulation study, 40–42, 47, 84, 95–97

see also Applications, ART study
Sliding window, see STEPP (subpopulation

treatment effect pattern plot)
Smoothed residuals, see Residuals, running-line

smoothers
Smooth functions, approximating, 253–254
Smoothing

general approaches to, 68
Software, xvii, 267
Sparse categories, 53, 54, 69
Spike at zero, modelling covariates with, 92–94
Splines, see Regression splines

see also MFP, comparisons with splines
Stability, 49–51, 154–155, 183–199, 232–238

complexity and interpretability, 49–50
investigation for interactions, 168–171

of functions, 191–192, 198–199
measures, 192, 195–199

Standard error, see SE (standard error)
Stata, xvii, 15, 32, 34, 84–85, 90, 117–120, 147,

188, 202–203, 207, 215, 220, 243, 248,
249, 267

STEPP (subpopulation treatment effect pattern
plot), 151, 167–171, 182

comparison with MFPI, 168–171
Stepwise selection, see StS (stepwise selection)
StS (stepwise selection), 31–32, 34–39, 49, 56,

256
logic for four variants, 32
see also FS (forward selection)

Subject-matter knowledge
assumption in book, 17
consistency with, 129
and complexity and sample size, 148
and MFP, 8, 129, 147, 229–230
plausibility of function, 2
role in model development, 16

Subpopulation treatment effect pattern plot, see
STEPP (subpopulation treatment effect
pattern plot)

Survival time, categorization of, 245
SW (sliding window), see STEPP (subpopulation

treatment effect pattern plot)

Tabular presentation of FP functions, 87–89
Tail-oriented (TO) variants, see STEPP

(subpopulation treatment effect pattern plot)
Tamoxifen–oestrogen receptor interaction,

163–165
Test procedure for function selection, 82–83

closed test procedure, 82–83
sequential procedure, 83
type I error and power, 84

Time-varying hazard ratios in Cox model,
241–246

FP time procedure, 242–243
MFP time (MFPT) procedure, 242–245
prognostic model, 243–246

TO (tail-oriented), see STEPP (subpopulation
treatment effect pattern plot)

Transferability, see Transportability
Transformation

FP, see FP functions
of response variable, 11
pre-transformation

negative exponential, 108–109
practical use, 107–108
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Transportability, 16, 53, 69, 70, 78, 147, 201,
222, 239, 256

or optimal fit 221
and interpretability, 66–67

Treatment effect plot, 151, 154, 156–160, 162,
164, 168–171, 181

Two-way interactions, models with, 32, 152–153,
173, 176–179, 231

Type I error
of MFPI, 171–172
and power of function selection procedure, 84

Univariate analyses, 5, 53, 226–227
Univariate fractional polynomial (FP), 71–98,

99–114
characteristics, 75–76

FP1 and FP2 functions, 75
maximum or minimum of FP2 function,

75–76
choice of origin, 79
choice of powers, 78–79
definition and notation, 74–75
discussion, 97–98
examples of curve shapes with FP1 and FP2

functions, 76–78
function selection procedure, 82–84
genesis, 72–73
higher order, 109–111
inference, 79–82

hypothesis testing, 79–80
interval estimation, 80–82

issues with, 99–114
dependence on choice of origin, 103–104
diagnostic plot for influential points,

100–103
improving fit by preliminary transformation,

108–109
improving robustness by preliminary

transformation, 105–108
susceptibility to influential covariate

observations, 100
when FP models are unsuitable, 111–113

model fitting and estimation, 79
modelling covariates with spike at zero, 92–94
power of FP analysis, 94–97
powers as approximations to continuous

powers, 85–86
presentation of FP functions, 86–89

relation to Box–Tidwell and exponential
functions, 73

scaling and centring, 84–85
types of model, 73
worked example, 89

details of all FP models, 89
details of fitted model, 90–91
fitted odds ratio and its confidence interval,

91–92
function selection, 90
standard error of fitted value, 91

Validation of proposed models, 16, 29, 66–67,
184, 258

external, see also Transportability
internal, see also Bootstrap, Cross-validation

Variables
contribution to model fit, 134–136
definition and coding, 26
exclusion prior to model building, 26
multi-category, 181
number assumed, 17
selection, 23–51

comparison of selection strategies, 35–39
discussion on, 47–51

comparison of selection procedures, 49
complexity, stability and interpretability,

49–50
full, pre-specified or selected model,

47–48
model building in small datasets, 47

effect of influential observations on,
189–190

procedure, 17, 29–34, 255–257
all-subsets, 32–33
stepwise, 31–32

see also BE, FS, StS
strength of predictors, 30–31

and shrinkage, 40–46
post-estimation shrinkage, 44–45
reducing selection bias, 45
selection bias, 40–42
shrinkage to correct for selection bias,

42–44
simulation study, 40–42

Wald statistic, 36

‘Zeroth problem’, 25




